CHAPTER 1

Introduction

1.1 General

This chapter describes the literature review of PM Brushless Motor, PID
controller, and the tuning methods for PID controller parameters. This chapter also

describes the thesis objectives and outlines.

1.2 Literature Review

The literature review is divided into three sections. The first section shows an
overview of PM Brushless Motor advantages and applications in recent researches, the
second section describes the PID controller and the third section describes the commonly

and recently used tuning rules for PID controllers.

1.2.1 PM Brushless Motors (PMBL)

In many applications, a wide range in speed and torque control for the electric
motor is desired. The DC machine fulfils these requirements, but this machine needs
periodic maintenance. The AC machines, like induction motors, and brushless permanent
magnet motors do not have brushes, and their rotors are robust because commutator
and/or rings do not exist. That means very low maintenance. This also increases the
power-to-weight ratio and the efficiency. For induction motors, flux control has been
developed, which offers a high dynamic performance for some applications like that in
electric traction. However, this control type is complex and sophisticated. The
development of brushless permanent magnet machines has permitted an important
simplification in the hardware for much application control. Today, two kinds of
brushless permanent magnet machines are the most popular: 1) the Permanent Magnet
Synchronous Motor (PMSM), which is fed with sinusoidal currents, and ii) the Brushless
DC (BLDC) Motor, which is fed with quasi- square-wave currents. These two designs
eliminate the rotor copper losses, giving very high peak efficiency compared with a

traditional induction motor. Besides, the power-to-weight ratio of PMSM and BLDC is



higher than equivalent squirrel cage induction machines. The aforementioned

characteristics and a high reliability control make this type of machine a powerful. [1].

With the advent of high-energy permanent-magnet (PM) materials PM Brushless
motor drive is becoming more and more attractive for industrial applications and electric
vehicles. As compared with induction motor drives, they possess some distinct
advantages such as higher power density, higher efficiency, and better controllability. PM
brushless motor drives have sine wave and square wave versions. The sine wave PM
brushless motor drive, also called the PM synchronous motor drive, is fed by sine wave
current and uses continuous rotor position feedback signal to control the commutation.
On the other hand, the square wave PM brushless motor drive, also called the PM
brushless dc motor drive is fed by square wave current and uses discrete rotor position
feedback signal to control the commutation. Since the interaction between the square
wave current and square wave magnetic field in the motor can produce a large torque
product than that produced by sine wave current and sine wave magnetic field, the PM
brushless dc motor drive possesses higher power density than the PM synchronous motor
drive. In most applications, particularly in electric vehicles, wide range speed control of

motor drives is necessary [2].

Recent developments in permanent magnet (PM) materials, power electronics,
fast digital signal processors (DSPs) and modern control technologies have significantly
influenced the widespread use of permanent magnet brushless (PMBL) motor drives in
order to meet the competitive worldwide market demands of manufactured goods,
devices, products and processors. Large, medium, small as well as micro PMBL motors
are extensively sought for applications in all sorts of motion control apparatus and
systems. The marvelous increase in the popularity of the PMBL motor drives among
engineers bears testimony to its industrial usefulness in terms of superior performance

and relative Size [3].

1.2.2 PID Controller

During the past decades, great advances have been made in motion control

techniques. Numerous control methods, such as adaptive control, fuzzy control and



neural network control, have been introduced to the motion control field. Despite these
advanced control techniques, the PID and its variations (P, PI, and PD) still are widely
applied in the motion control. Behind the curtain of this prevalence lie some reasons,
being immune to the incorrect model order assumption, good robustness, and easy

implementation [4].

PID controller has been used widely for processes and motion control system in
industry. Now more than 90% of control system is still using PID controller. The most
critical step in application of PID controller is parameters tuning. Today self-tuning PID
controller provides much convenience in engineering. The parameter settings of a PID

controller for optimal control of a plant depend on the plant behavior [4].

The usefulness of PID controllers lies in their general applicability to most control
systems. In the field of process control systems, it is well known that the basic and
modified PID control schemes have proved their usefulness in providing satisfactory

control, although in many given situations they may not provide optimal control [5].

The typical PID control law in its standard form is:
det) 1 ¢
u@®)=K [e(t)+T,— +— | e(r)dr
(=K, [e)+T,— Z!() ] (1.1

Where, e(t) = yg(t) - y(t) is the system error (difference between the reference
input yg,(2) and the system output y(z), u(?) is the control variable, K, is the proportional

gain, Ty is the derivative time constant, 7; is the integral time constant.

1.2.3 PID Controller Parameter Tuning

The PID controller with simple structure and stable characteristic has been usually
utilized in the industrial circle. The performance of PID controller is related to the setting
of parameters, i.e., the proportion (P) plus the integration (I) plus the derivation (D).
However, the three parameters are mutual with each other such as the improvement in
transient response with the PD controller in some cases yields deterioration in the
improvement of the steady-state error with the PI controller, and vice versa. Thus, the

over-design of controller system with respect to steady-state errors or transient response



will cause more cost or produce other design problems. Traditionally, the optimization of
PID controller was manually adjusted by the trial-and error approach so that the

procedure consumes much time and manpower [5].

The methods of tuning PID parameters have the traditional PID and intelligent
PID adjustments. The traditional PID proposed Ziegler and Nichols in 1942 suggests the
adjustment formula based on the observation of the sensitivity, amplitude, and natural
frequency of systems. However, the tuning algorithm is comparatively complicated and
difficult to make the response optimized with the worse vibration and overshoot. Later
on, a lot of researches were devoted to the intelligent PID controllers such as the fuzzy
algorithm, but the fuzzy rules still need to be optimized. Thus, the biological optimization
algorithms such as the evolutionary computing, swarm intelligence, and so on, were

introduced to improve the optimization of PID parameters [6].

1.2.3.1 Traditional Methods
In this section, some of traditional PID tuning methods are discussed.
1.2.3.1.1 Ziegler-Nichols (ZN) Tuning Rule

Ziegler and Nichols proposed a methodology capable to find PID controller gain
starting from identified characteristics of the system to be controlled. Basically there are
three methodologies proposed by Ziegler and Nichols: the step response method, the
frequency response method, and the modified method of Ziegler and Nichols [7].

i. Ziegler- Nichols step response method
This method is based on the step response to determine the two parameters a and

L which describe the process model of an integrator with dead time as given by equation

(1.2).

G,(S)= %e"% (1.2)

where, Gp (S) is the transfer function of the process model in frequency domain,

S is the Laplace transform operator, L is the dead time, and b =a/ L is the slope of the
step response c(t) as described graphically in figure (1.1), where, K , is the static gain of



the process, and 7' is the time constant. The PID tuning parameters obtained by the ZN

step response method are shown in table (1.1) [9].
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Figure (1.1): Determination of model parameters from a step response

Table (1.1): ZN PID step response tuning parameters

Controller K, T; T,
P l/a
PI 09/a 3L
PID 12/a 2L L/2

ii. Ziegler- Nichols frequency response method

This method is based on the knowledge of the intersection point between the
Nyquist curve of the process and the negative real axis, known as the ultimate point as
shown in figure (1.2), where, a(w) is the amplitude function, ¢(w) is phase function,
and G(iw)is the process. This point can be determined using the frequency response of
the closed-loop process under pure proportional controller. Here, the gain is increased
until the closed-loop system becomes critically stable (the response of the system is a

sustained oscillation). At this point the ultimate gain, K, is recorded together with the



corresponding period of oscillation, 7,, known as the ultimate period. Based on these

values Ziegler and Nichols calculated the PID parameters as shown in table (1.2) [7].

I

Figure (1.2): Nyquist curve for a process G(iw)

Table (1.2): ZN PID frequency response tuning parameters

Controller K, T T,
P 05K,
PI 04K 0.87
PID 06K 05T 0.12T

ili.  Modified Ziegler- Nichols frequency response method

The Ziegler-Nichols tuning rules are simple and intuitive and can be applied to a
wide range of processes with little effort. The tuning rules were developed to give good load
disturbance rejection, but this also gives a closed-loop system that is poorly damped and has
a poor stability margins. The modified Ziegler-Nichols frequency response method can be
interpreted as a method where the identified point on the Nyquist curve is moved to a new
position. With a PID controller a given point on the Nyquist curve can be moved to an
arbitrary position in the complex plane. With this knowledge, the identified point can be

moved to give the desired amplitude and phase margins. To describe the method, a process



model G(iw,) = ’”aei(”w”) (point A in the Nyquist curve) and a new position B (7, e Hm+os)

) are assumed as shown in figure (1.3) [7].

Im

Figure (1.3): Nyquist curve of the process and the identified point A

With the Z-N frequency response method, to determine K, and 7}, together with the

modified Z-N method, the design rules are given by:

14
K, - r—bcos(cob -9,) (1.3)
— ]114 2
T, = E(tan(%—%)wwﬂan (@, ~0,)) (1.4)
= Tll
Ti = o (an(p, —p,)+ 45 +tan’(p, - 9,)) (1.5)

Where,§ ==, @, =0and 7, =1/ K, for ZN frequency response method or ideal

N

relay feedback method, but have another values for relay with hysteresis method.

Although the experiment proposed by Ziegler and Nichols in the frequency
response method is simple in the characterization of the system and tuning of PID, it is of
difficult automation, once the oscillation amplitude must be maintained under control,

since the operation of systems close to the unstable area is dangerous. Besides this



limitation, the accurate determination of the critical gain is an arduous work in practical
conditions. Relay feedback are often applied for parameter identification to overcome the

above problem [7].

1.2.3.1.2 Relay Feedback Tuning Method

Astrom and Haggland [8] proposed a relay feedback test to determine the ultimate
gain K, and ultimate period 7, by replacing the proportional controller with a relay

during the tuning procedures as shown in figure (1.4).
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Figure (1.4) Scheme of the relay feedback test

The relay gives a square wave input signal to the process which will start to
oscillate with opposite phase, meaning that the frequency of the oscillation is the ultimate

frequency. The system and the relay outputs are shown in figure (1.5) [8].
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Figure (1.5) System output signal and output of relay feedback

The relay in a feedback system can be described by a gain N(a), which depends

on the amplitude @ of the input signal. If the relay output amplitude isd , a Fourier series

expansion of the relay output gives a first harmonic with amplitude 4d /7 [8].



The describing function N(a) for a relay is then given by equation (1.6), the relay

can also assumed to have a hysteresis £ to avoid random relay switching on noisy signal
and the describing function in this case is given by equation (1.7). The selection of the

value of the hysteresis depends on the noise level [7, 8].

Ny =2 (1.6)

ma

N(a) =

4d2 (Wa®> —&* +ieg) (1.7)
a

T

From the describing function analysis the limit cycle can be predicted to a point

where the Nyquist curve intersects —1/N(a), which is the negative inverse of the

describing function for an ideal relay or relay with hysteresis as follows:

1 T P 2 .t
- =——Wa’-¢&" +i—=
N@)  4d 4d

(1.8)

This also implies:

1 a
Gliw,)=—="
‘ (o) =3=%4

u

and ¢, = arcsin(f) (1.9)
a

The describing function —1/ N (a) can be described as a straight line parallel to

the negative real axis in complex plane as shown in figure (1.6) [8].
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Figure (1.6) The limit cycle parameters with, (a) Ideal relay. (b)Relay with hysteresis.
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By determined values of ultimate gain and ultimate period, the rules of ZN
frequency response method or the modified one can be used to find the PID controller

gains [8].

1.2.3.1.3 Kappa-Tau Tuning Rule

The kappa-tau tuning method is a PID design method developed by Astrom and
Hagguland [9]. The idea of this method is to characterize the process by three parameters

as given by equation (1.10) and previously shown in fig.(1) instead of two parameters

used in ZN tuning method.
K
G (S) = P pSL 1.10
»(5) 1+75 © (1.10)

Where, K , is the static gain of the process, ' is time constant, L is the dead

time.

As in the ZN method, it comes in two versions. One is based on the step response,
in which the PID controller parameters are given as a function of a new parameter tau ( 7)
as defined in equation (1.11). The second tuning rule is based on the frequency response,

in which the PID controller parameters are given as a function of new parameter kappa

(k) as defined in equation (1.12) [9].

L
- 111
T+L ( )
.
KK, (1.12)

1.2.3.1.4 Pole Placement Tuning Rule

Analytical pole placement methods [10], are mostly used when the system under
consideration is of low order. A common approach is to adopt a second-order model and

then specify a desired damping ratio and natural frequency for the system. These

10



specifications can then be fulfilled by locating the two system poles at positions that give
the required closed loop performance. For example of a second order system, the system
transfer function G,(s) is given by equation (1.13) and the PID controller by equation
(1.14).

K
Gp(S)= P (1.13)
(1+ST; )(1+ST5)
6.(5)= K,(1+ST +S°TT,))
ST, (1.14)

From equation (1.10) to equation (1.14) the system characteristic equation is:

K K,T KK, KK
S3+Sz(i+i+”—”)+5( LA Y+ 2L -0
I T, IT, T, 17T, I'TT, (1.15)

The characteristic equation (1.15) can be compared with the, general, third
order characteristics equation given by (1.16) and evaluate the three parameters of the

PID controller.

(S+aa)(S* +2{eb +w’) =0 (1.16)

Where, @is the natural frequency and ¢ is the damping ratio of the system.

1.2.3.1.5 Dominant pole design

Dominant pole design [10] is another, simplified, pole placement technique
employed when it is required to obtain a PID controller for high-order systems. This
method is based on the positioning of the system dominant poles in the complex plane. In
many cases, the dominant system dynamics can be approximated by the simple pole-zero
configurations shown in figure (1.7). The pair of poles P;, P, is known as the dominant
pole. Poles and zeros which have real parts much more negative than those of the

dominant poles have little influence on the overall system response.
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Figure (1.7) Dominant poles of closed loop system

1.2.3.1.6 Design Based On Gain and Phase Margin Specifications

In [10] Astrom presented a method to choose the coefficient of PID controller
based on gain and phase margins, where, the phase margin is related to the damping of

the system. The gain margin, 4,, is defined as the inverse of the process gain at the

phase-crossover frequency @, and can be obtained by the solution of equations (1.17)

and (1.18).
arglG.(jw,)G,(jw,)]=-x (1.17)
_ |
"G e,)G,(jw,) (1.18)

Where, G, (S) is the process transfer function, and GC(S) is the controller transfer

function.

The phase margin is defined by ¢, and is a measure of how much the phase can

be decreased before it reaches 180° and can be determined by the solution of the

equations (1.19), (1.20).
Ge(j@,)G,(jo,)|=1 (1.19)
4, =argG.(jo,)G,(jo,)|+ 7 (120)
Where, @, is the gain crossover frequency.
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It is apparent that, depending on the plant model, the solution of the above set of
equations can be extremely difficult to carry out analytically, so numerical methods are

usually employed.

1.2.3.2 Intelligent Methods

Conventional control depends on the mathematical model of the plant being
controlled and when this model is uncertain, intelligent controllers promise more
performance. The applications of artificial intelligence (AI) in industry have been
increasing rapidly, among the Al technologies; fuzzy logic is the most popular choice in

many high performance industrial control systems [11,12].

1.2.3.2.1 Incremental Fuzzy Expert PID Control (IFE)

In [12], the incremental fuzzy expert PID control method is proposed to scale the
values of the three controller parameters, initially determined by the Ziegler-Nichols
formula, during the transient response depending on the system error e and its rate ¢. In
other words, the current values of the proportional, integral and derivative gains are

increased or decreased by means of a fuzzy inference system, according to the following

relations:
K,=K,+CV{et),e(1)}K, (1.21)
K, =K, +CV{e(t),e (t)}K, (1.22)
K, =K, +CVie(t).e (t)}K, (1.23)

Where the basic tuning is the Ziegler-Nichols one, CV {e (t), e (t)} is the output of

the fuzzy inference system, K, ,K,, and K, are constants.

The fuzzy inference system reflects the typical action of a human controller. For
example, the integral action has to be increased at the beginning of the transient response
to decrease the rise time and then it has to be decreased when the system error is negative,
to reduce the overshoot. Finally, K;, K,, and K; are constant parameters that determine the
range of variation of each term. The whole fuzzy system involves fourteen quantization

levels for both error and change of error. It has to be stressed that the tuning of the three

13



parameters K;, K>, and K3, and of the two scaling factors that multiply the two inputs e and
e is left to the user, and it might be a difficult task, as it is not clear how these parameters

influence the performances of the overall controller, for a generic system.

1.2.3.2.2 Fuzzy PID Speed Controller

In [12], traditional PID controller of speed is replaced with a fuzzy PID controller.
The speed error e(t) and speed error slope de(t)/dt are used to determine proportional (K),)
and integral (K;) parameters. The rules for the parameters are determined by using trial
and error methods. The fuzzy characteristic gives the controller higher flexibility in
adjusting control parameters for better transient responses of speed during the operation
while the traditional PID controller has fixed values of control parameters. The fuzzy
characteristic gives the controller higher flexibility in adjusting control parameters for
better transient responses of speed during the operation, while the traditional PID

controller has fixed values of control parameters.

i. Fuzzy self-adapting PID controller design

In [13], the control algorithm of traditional PID controller can be described as

u(k) = k,e(k)+ k) e(k)+ ke, (k) (1.24)

Where £, is the proportional factor; k; is the integral factor; &y is the differential
factor. e(k) is the speed error; e.(k) is the change rate of speed error. The control
performance can become better through adjusting the k,, k; and k; according to the
changing control parameters condition. The design algorithm of PID controller in this
paper is to adjust the k,, k;, and k; parameters on line through fuzzy inference based on
the current e and e, to make the controlled object attain the good dynamic and static
performances .The block diagram Of fuzzy self-adjusting PID controller is shown in

figure (1.8) [13].
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Figure (0.8): Block diagram of fuzzy self-adjusting PID controller
ii. Fuzzy set-point weighting (FSW)

The approach proposed by Visioli [13] consists of fuzzy the set-point weight,
leaving fixed the other three parameters (again determined with the Ziegler-Nichols

method to preserve good load disturbance attenuation).

In this way, the control law can be written as:

de(t)
dt

u(t) =K, [b@®)y, ) - y®]+K, + K,je(r)dz’ (1.25)

b(t)=w+ £ (1) (1.26)

Where w is a positive constant parameter less than or equal to 1, and f (?) is the

output of the fuzzy inference system, which consists of five triangular membership

functions for each of the two inputs e(?) and € (f) and nine triangular membership

functions for the output. Figure (1.9) shows the overall control scheme. It is worth
stressing that in this method the role of the fuzzy mechanism parameters is somewhat
intuitive, and it is very similar to the one in the typical fuzzy PD-like controller, for
which tuning procedure have been established. Hence, the task of the user is simplified

by a simple empirical procedure for the manual tuning of the fuzzy module.
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Figure (1.9): Control scheme of fuzzy set-point weighting (FSW)

1.2.3.3 Biological Optimization Algorithms

The biological optimization algorithms such as the evolutionary computing, and

swarm intelligence were introduced to improve the optimization of PID parameters [13].

1.2.3.3.1 Genetic Algorithm (GA-PID)

The genetic algorithms (GA) techniques [14] are a rapidly expanding area in
control systems design. A genetic tuning algorithm usually starts with no knowledge of
the correct solution and depends on the responses from its environment to give an
acceptable result. It has been shown that genetic algorithms are capable of locating
optimal regions in complex domains avoiding the difficulties, or even erroneous results in
some cases, associated with the gradient descent methods and with high-order systems.
To obtain the PID tuning parameters one usually has to minimize a performance
estimation function which can be; integrated absolute error (IAE), or the integral of
squared-error (ISE), or the integral of time-weighted-squared-error (/7SE) because it can

be evaluated analytically in the frequency domain [14].

In [16], a genetic algorithm based on binary coding is used. Each parameter of the
PID controller (K, K;, K;) is represented by 16 bits and a single individual is generated
by concatenating the coded parameter strings. It was demonstrated that genetic
algorithms provide a much simpler approach to the tuning of such controllers than rather
complicated non-genetic optimization algorithms previously proposed by Plak and

Mayne, [17], and Gesing and Davison [15].
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Though the GA methods have been employed successfully to solve complex
optimization problems, recent research has identified some deficiencies in GA
performance. This degradation in efficiency is apparent in applications with highly
objective functions [i.e., where the parameters being optimized are highly correlated (the
crossover and mutation operations cannot ensure better fitness of offspring because
chromosomes in the population have similar structures and their average fitness is high
toward the end of the evolutionary process)], Moreover, the premature convergence of

GA degrades its performance and reduces its search capability [15].

1.2.3.3.2 Particle Swarm Optimization (PSO-PID)

Particle Swarm Optimization first introduced by Kennedy and Eberhart in 1995, is
one of the modern heuristic algorithms. The method was proved to be of high
computation efficiency, easy implementation and stable convergence by many works.
Some forerunners began to apply this method to engineering problems and obtained the
better results than the methods used before. PSO has an excellent performance in some
nonlinear and constrained problems. It offers a potential approach in optimal controller

design for nonlinear systems.

In [16], a particle swarm optimization (PSO) method for determining the optimal
proportional-integral-derivative (PID) controller parameters is presented for speed control
of a linear brushless DC motor. The proposed approach has superior features, including
easy implementation, stable convergence -characteristic and good computational

efficiency. Figure (1.10) shows the block diagram of optimal PID control for the BLDC

r 4+ w
PID (> PWM | 4 BLDC =

motor.

Figure (1.10): Optimal PID control
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In PID controller design methods, the most common performance criteria are
integrated absolute error (IAE), the integrated of time weight square error (ITSE) and
integrated of squared error (ISE) that can be evaluated analytically in the frequency
domain [20]. These three integral performance criteria in the frequency domain have their
own advantages and disadvantages. For example, the disadvantage of the IAE and ISE
criteria is that its minimization can result in a response with relatively small overshoot
but a long settling time because the ISE performance criterion weighs all errors equally
independent of time. Although the ITSE performance criterion can overcome the
disadvantage of the ISE criterion, the derivation processes of the analytical formula are

complex and time-consuming [15,16].

In this paper [16] a time domain criterion is used for evaluating the PID
controller. A set of good control parameters P, I and D can yield a good step response
that will result in performance criteria minimization in the time domain. These
performance criteria in the time domain include the overshoot, rise time, settling time,

and steady-state error. For example, the performance criterion is defined as follows
min k.stablizing W(k) = (1 - e_ﬂ )(Mp + Ess ) + e_ﬂ (tv - tr) (1 27)

Where K is any of P, I, or D, and f is the weighting factor. The performance
criterion W(K) can satisfy the designer requirement using the weighting factor f value. f
can be set to be larger than 0.7 to reduce the overshoot and steady states error, also can be
set smaller than 0.7 to reduce the rise time and settling time [20]. The optimum selection
of f depends on the designer’s requirement and the characteristics of the plant under
control. In BLDC motor speed control system the lower  would lead to more optimum
responses. In this work £ is set to 0.5 to optimize the step response of speed control

system.

In [16], a novel PID controller design method is proposed for PMSM Servo
system using Particle Swarm Optimization (PSO). The detailed procedures for optimal
PID controller design are summarized in terms of the principle of Particle Swarm

Optimization. In order to overall optimize the performance of the system step response, a
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new evaluation strategy (Fuzzy Hamming Distance) is introduced for evaluating the

performance.

In [17], the particle swarm optimization algorithm is used to design an online self-
tune framework of PID controller. The system is simulated in Matlab based on particle
swarm optimization algorithm and several problems are concerned. The conclusions
include that different fitness function can lead to different time response, and application
system should initialize range of each particle as small as possible. Moreover, the
conclusions also include that a modest generations for the online system with linearly
inertia weight consume less times evolutionary generation, not a larger one. These
conclusions can contribute mostly to application system concerning about calculation

cost.

Different PSO optimization parameters are required for solving different problems
in practical applications such as the number of individuals, weight factors, and the limit
of velocity change; hence, how to select suitable parameters for the target problem is one

of the recommendations to be in the future work.

1.2.3.3.3 Bacterial Foraging Optimization Algorithm (BFO-PID)

Recently, search and optimal foraging of bacteria have been used for solving
optimization problems. To perform social foraging, an animal needs communication
capabilities and over a period of time it gains advantages that can exploit the sensing
capabilities of the group. This helps the group to predate on a larger prey, or alternatively,

individuals could obtain better protection from predators while in a group [18].

In [19] the classical BFOA was compared with the adaptive BFOAs and a few
other well-known evolutionary and swarm based algorithms over a test bed of 10 well-
known numerical benchmarks. The performance metrics used for comparison were the
solution quality, the speed of convergence, and the frequency of hitting the optimum. The
adaptive BFOAs variants were shown to provide better results than their classical

counterpart for all of the tested problems.
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1.3 Thesis Objective

The main objective of this thesis is to design, implement, and test different
optimization algorithms such as Particle Swarm Optimization (PSO) and Bacterial
Foraging Optimization (BF), for tuning the PID controller parameters for the speed

control of PM Brushless DC Motor to achieve a better performance.

1.4 Thesis Outlines

This thesis is organized into six chapters and three appendices

Chapter 1: Introduction

This chapter presents a general description of PM Brushless Motor
and PID controller followed by a literature review of traditional, intelligent

and biological tuning methods for PID controller.

Chapter 2: Fundamentals of Control System

This chapter presents an introduction to basic control system, and
then followed by a description of each component, and it presents a survey
of DC motors, drive configuration, the end of this chapter PID speed

control of BLDC motor is illustrated.
Chapter 3: Mathematical Model of Brushless DC Motor
In this chapter the brushless DC motor is presented by equations.
The block diagram equivalent to dynamics mathematical equations is
depicted and simulated at MATLAB.
Chapter 4: Optimization Techniques

This chapter presents a survey of the classification of different
optimization problems along with a brief discussion of their selection
factors. The general mathematical formulation of multi objective
optimization is described and followed by solution techniques such as,

Particle Swarm Optimization and Bacterial Foraging Optimization. It
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demonstrates also the simulation results for simulated model with step
input under the influence of the proposed controllers with the fitness

function.

Chapter 5: Simulation Results

In this chapter the simulation results are established. The simulation
results with (PSO-PID) and (BF-PID), controllers are investigated and
discussed. Speed tracking and motor loading with the same controllers are

also verified.

Chapter 6: Conclusion and Future Work

The main achievements and most important conclusion of the whole
thesis are presented in this chapter along with the recommendations for

future work on its subject.

Appendix A: Implemented Algorithms

Appendix B: (BLDC) Motor Parameters
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CHAPTER 2

Fundamentals of Control System

A typical motion control system consists of a host computer to generate the
command signal, motion controller, motor, motor drive and a position sensor. A typical

motion control system shown in figure (2.1) is described in the following sections [20].

r——— /N
I Position . ! Motion Command
I Host Computer Command Motion Controller i
S S NS ——|
Motor Drive
Position
Command
Position Sensor Motor

Figure (2.1): A typical motion control system
2.1 Motion controller

The input to the motion controller is the error signal between desired position and
the actual position from the position sensor, the motion controller generates the control

signal to the motor drive in order to drive the system for the desired position [20].
2.2 Transducers and Sensors

Transducers are devices which convert a physical quantity into another quantity
of difference nature, which is often electric quantity, as electric signals can easily be
measured or controlled. The major types of transducers used in motion control systems

are position, velocity, and presence sensors [ 10, 20].
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2.2.1 Position Transducers

The aim of a position transducers are to provide an electric signal proportional to
the angular or linear displacement of the mechanical apparatus with respect to a given

reference position. There are two kinds of position measurements [21].

- Absolute position: The sensor can measure the position of an object relative to a

reference position.

- Incremental position: The sensor cannot measure the position of an object

relative to a reference, but can keep track of the change in position of an object.

The position sensors may be also classified according to the type of the output
signal into digital position sensors such as encoders and analog position sensors such as

potentiometer and resolvers.
a) Resolver

Resolver is analog absolute position sensors which operate based on the
transformer principle. The key to their operating principle is that the change in the
position of the rotor element changes the electromagnetic coupling (magnetic flux
linkage) between the two windings, primary and secondary windings. As a result, the
induced voltage between the two windings changes in relation to the position. Hence, we

have a well-defined relationship between the induced voltage and the position [20, 21].

In resolvers, the primary winding is located on the rotor, and the secondary
winding on the stator. Either the rotor winding or the stator windings can be excited
externally by a known voltage, and the induced voltage on the other winding is measured

which is related to the position [21].

A simplified functional diagram of resolver and its corresponding signals over

one mechanical revolution is depicted in figure (2.2) [21].
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Figure (2.2): Resolver and corresponding signals

The resolver basically consists of a rotor coil, with N turns winding and two
orthogonal stator coils with usually N or N/2 turns winding. An alternating voltage (the
reference signal), is coupled into the rotor winding and providing primary excitation. The
reference signal is typically a fixed frequency signal in the range of 2k Hz to 10 k Hz
[21].

The two orthogonal stator coils are wound, so that when the rotor shaft turns, the
amplitude of the output signals is modulated with the sine and cosine of the shaft angle ¢,
hence the shape of the resolver output signal u; and u; is equal to the sine and the cosine

of the mechanical angle, respectively.

If a reference voltage given by eq. (2.1) excites the rotor of a resolver, then the

stator terminal voltages are given by equations (2.2) and (2.3) [21].

U, =Vsin(ax) (2.1)
U, =V sin(ax) sin(¢) (2.2)
U, =Vsin(ax)cos(e) (2.3)
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Then a resolver-to-digital converters transform the secondary voltages into a

digital representation of the actual angle (¢ ).
b) Optical encoder

An encoder is a device that converts linear or rotary displacement into digital or
pulse signals. The most popular type of encoders is the optical encoder, which consists of
a rotating disk, a light source, and a photo detector. The disk, which is mounted on the
rotating shaft, has patterns of opaque and transparent sectors coded into the disk as shown
in figure (2.3). As the disk rotates, these patterns interrupt the light emitted onto the photo

detector, generating a digital or pulse signal output [22].

Light Sensor(s) Light Source

Figure (2.3): Optical encoder
The encoders are divided into two classes:

- Absolute encoder.

- Incremental encoder.
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i) Absolute encoders

An absolute encoder generates a unique word pattern for every position of the
shaft. The tracks of the absolute disk, generally four or six, commonly are coded to
generate binary code, binary-coded decimal, or gray code outputs [22]. Figure (2.4)
shows the components of an absolute encoder. Figure (2.5) shows the disc of a 16-
position grey-coded disk absolute encoder and its typical output signal. Absolute
encoders are most commonly used in applications where the device will be inactive for
long periods of time, there is risk of power down, or the starting position is unknown.
The resolution of the absolute encoder is determined by the number of photo detectors,
each photo detector output represents a bit on the digitally coded position information. If
the absolute encoder has eight photo detectors (8-bit), the smallest position change that
can be detected is 360 ° /(2%) = 360° /256" =1.4"[21, 22].
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Figure (2.4): Components and operating principle of a rotary absolute encoder
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Figure (2.5): Disk of absolute encoder and its output signal
ii) Incremental encoder

An incremental encoder generates a pulse for each incremental step. Although the
incremental encoder does not output absolute position, it does provide more resolution at
a lower price. An incremental encoder with single code track, referred as a tachometer
encoder, generates a pulse signal whose frequency indicates the velocity of the
displacement However, the output of a single-channel encoder does not indicate
direction. To determine direction, a two-channel, or quadrate, encoder uses two detectors
and two code tracks with sectors positioned 90° out of phase to give two output channels

(A and B) for indicating both direction and position [23].

Fixed board with slits

LED Slit  Slitof Slit of phase B
C®A< B Light
@i receiving
@i device
z

Slit of phase Z

Rotary disk

Figure (2.6): Components and operating principle of a rotary incremental encoder
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In addition, some quadrature encoders include a third output channel, called a
zero or reference signal, which supplies a single pulse per revolution. This pulse can be
used for precise determination of a reference position, the component of incremental

encoder is shown in figure (2.6) [22, 23].

The direction of rotation can be found by observing the phase shift between signal
A and signal B. If signal A leads signal B (signal B is low at every rising edge of signal
A) as shown in figure (2.7-a), the disk is rotating in clock wise direction. If signal B leads
signal A (signal B is high at every rising edge of signal A) as shown in figure (2.7-b),
then the disk is rotating in counter-clock wise direction. Therefore, by monitoring the
number of pulses and the relative phase of signals A and B, the position and direction of

rotation can be tracked [23].

rising
edgel l { l l I l I l Channel A
ImEE | [ [ | ChannetB

low

90’

(a)
risin
edgeg{ | { | | I | I | Channel A

high

90

(b)
Figure (2.7): Quadrature encoder output channels A and B for (a) CW direction (b) CCW

direction

Encoders may have a complementary channels ( 4, B,C ) for each output channel

(A, B, C), which are used for protection against noise as shown in figure (2.8) [23].
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Figure (2.8): Usage of complementary channel A with channel A to cancel noise

When the quadrature encoder is used with the counter of data acquisition card
which has three inputs (source, up-down and gate) and two outputs (out and interrupt),
there are two choices. First, for simple application, we can connect the encoder directly to
the counter, without any extra logic or signal conditioning as shown in figure (2.9).
Although simple to implement, this configuration has the disadvantage of not being able
to discern between stationery vibration of the encoder and real rotation. Second, we can

interface the encoder to the counter using a quadrature clock converter IC. This method

provides higher measurement resolution [23].

A quadrature clock converter IC has another function which is providing TTL and

CMOS compatible outputs if the input is of different signal level to prevent damage of

the DAQ.

Channel A

Channel B

s

Encoder

Source [ Load Registers | Ou_t>
Up-Dow [Up/Down Counter| M»
Gate gy [ Save Registers |
Counter

Figure (2.9): Connection of encoder to counter of DAQ card
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¢) Hall Effect Voltage Sensor

Hall-effect sensors can also provide a voltage signal, and like the inductive-type,
can be mounted on the crankcase wall, or inside the housing of the distributor. The
sensor has a permanent magnet, and a Hall switch, as part of its assembly, and an air-gap
between the magnet’s North and South poles. The switch is on 1 pole of the magnet, and
an interrupter ring, with a number of square-shaped blades or segments, rotates through

the gap formed by the poles.

When it’s used in a distributor, this interrupter ring has the same number of blades
as engine cylinders, and a corresponding number of windows, or gaps, between the
blades. The magnetic field is strongest when the gap is aligned with the poles. This

allows the switch to earth a low-current signal voltage that is applied to it.

When the interrupter ring rotates so that a blade is in line with the poles, the
magnetic field is shielded, and the signal voltage is not earthed. With continuous
rotation, the blades repeatedly move in and out of the air gap, and the signal voltage will
appear to turn on and off repeatedly. The control unit uses this on-off signal to detect
engine RPM, and to control ignition timing. If a sequential injection mode is used, the
position of the camshaft also must be signalled to the control unit. This is done by
making 1 blade of the interrupter ring shorter than the others. It is called a signature
blade. It passes through the sensor, and alters the signal, so that injection commences at
the correct time in the cycle. Since the distributor rotates at camshaft speed, the sensor in

the distributor provides camshaft position readily.

When the sensors are on the crankshaft, a separate sensor is needed for camshaft
position. It identifies when to commence injection for the number 1 cylinder. Injection

for the other cylinders then occurs in the same sequence as the firing order [23].
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2.2.2 Velocity Transducers

Angular velocity transducers are devices that give an output proportional to
angular velocity. These sensors find wide application in motor-speed control systems.
They are also used in position systems to improve their performance. Some of the most

popular velocity transducers will be discussed in this section [24].
i) Velocity from position sensors

Velocity is the rate of change of position and can be expressed mathematically by

equation (2.5)

Velocity= — = —=— (2.5)

A0 6,-0,
At t,—t,

Where, A@ is the change in angle, At is the change in time, 6,,0, is the position

samples, and ?,,¢, are times when samples are taken.

Because the only components of velocity are position and time, extracting
velocity information from two sequential position data samples should be possible (if you
know the time between them). The math could be done with hard-wired circuits or
software. If the system already has a position sensor, such as a potentiometer, using this
approach eliminates the need for an additional (velocity) sensor. Velocity data can be
derived from an optical rotary encoder in two ways. The first would be the method just
described for the potentiometer; the second method involves determining the time it takes
for each slot in the disk to pass. The slower the velocity, the longer it takes for each slot
to go by. The idea is to count the cycles of a known high-speed clock for the duration of
one slot period [23, 24].

ii) Back induced electromotive force (e.m.f)

This method is used extensively with the built-in speed controller of DC drives.
As the speed of a DC motor is proportional to back e.m.f. induced in the winding of the

motor, the angular speed of the motor can be calculated as given by equation (2.6) [24].
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_V-I,R,

s (2.6)

@
Where, wis the angular velocity of the motor, 7 Is the input voltage to the motor,

1,1s the armature current, and K, is the back e.m.f. constant.

2.2.3 Presence Sensors

A special class of the position-related sensors are the sensors which sense the
presence of an object with a sensing range and provides one of two discrete outputs: ON

or OFF. Such sensors collectively called presence sensors or ON/OFF sensors.
i) Contact presence sensors (limit switches)

The most commonly-used sensor in industry is still the simple, inexpensive limit
switch, shown in Figure (2.10). These switches are intended to be used as presence
sensors. When an object pushes against them, lever action forces internal connections to
be changed. Most switches can be wired as either normally open (NO) or normally closed
(NC) or both. If a force is required to hold them at the other state, then they are
momentary contact switches. Switches that hold their most recent state after the force is

removed are called detent switches [24].

!
]

(@) (b)

Figure (2.10): Limit switch (a) One group of contacts (b) Two group of contacts
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ii) Non-contact presence sensor (proximity sensor)

Proximity sensor is one of the most common light-based presence sensors used in
industry. Proximity sensors have two types, inductive and capacitive. All of these sensors
are actually transducers, but they include control circuitry that allows them to be used as
switches. The circuitry changes an internal switch when the transducer output reaches a

certain value.
iii) Inductive proximity sensor

The inductive proximity sensor is the most widely used non-contact sensor due to
its small size, robustness, and low cost. This type of sensor can detect only the presence
of electrically conductive materials. Figure (2.11) demonstrates its operating principle

[24].

An oscillator is used to generate AC in an internal coil, which in turn causes an
alternating magnetic field. If no conductive materials are near the face of the sensor, the
only impedance to the internal AC is due to the inductance of the coil. If, however, a
conductive material enters the changing magnetic field, eddy currents are generated in
that conductive material, and there is a resultant increase in the impedance to the AC in
the proximity sensor. A current sensor, also built in the proximity sensor, detects when
there is a drop in the internal AC current due to increased impedance. The current sensor

controls a switch providing the output.

Oscillator Induction Coil .
— Magnetic
\ \_ Field
+ X ) S
DC Supply {: N I
; A -
DC output e AN

Current Sensor

Figure (2.11): Inductive proximity sensor
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iv) Capacitive proximity sensor

Inside the sensor as shown in figure (2.12) is a circuit that uses the supplied DC
power to generate AC, to measure the current in the internal AC circuit, and to switch the
output circuit when the amount of AC current changes. Unlike the inductive sensor,
however, the AC does not drive a coil, but instead tries to charge a capacitor. Remember
that capacitors can hold a charge because, when one plate is charged positively, negative
charges are attracted into the other plate, thus allowing even more positive charges to be
introduced into the first plate. Unless both plates are present and close to each other, it is
very difficult to cause either plate to take on very much charge, where, only one of the
required two capacitor plates is actually built into the capacitive sensor. The AC can
move current into and out of this plate only if there is another plate nearby that can hold
the opposite charge. The target being sensed acts as the other plate. If this object is near
enough to the face of the capacitive sensor to be affected by the charge in the sensor's
internal capacitor plate, it will respond by becoming oppositely charged near the sensor,
and the sensor will then be able to move significant current into and out of its internal
plate. The built in current sensor, senses the change in the value of the current and then

controls a switch providing the output [24]

Internal Capacitor Plate

Current Sensor Effective
\ Capacitor Plate
Oscillator in Target
\\ \

N v NS
- [
DC Supply 1 L
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I X
| !
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L | S

Figure (2.12): Capacitive proximity sensor

34



2.3 Actuators

An indispensable component of the control system is the actuator. The actuator is
the first system component to actually move, converting electrical energy into mechanical
motion. The most common type of actuators used in control systems are electric motors

such as DC motors, AC motors, and stepper motors [23, 24].

The DC motors have been used extensively in motion control systems because
DC motors have speed-control capability, which means that speed, torque, and even

direction can be changed at any time to meet new condition.

The AC motors is commonly used in many applications, where, speed control is
not necessary such as fans, pumps, mixers, machine tools, hydraulic power supplies, and
household appliances due to their, constant speed-mechanical power, high efficiency, low
cost, and low maintenance. For complete speed control of AC motors, both the input
voltage and frequency must be adjusted, which requires a special electronic speed control

circuitry such as the volts-per-hertz (V/HZ) [25].

A stepper motor is a unique type of motors that rotates in fixed steps of a certain
number of degrees. The step size can range from 0.9 to 90°. Stepper motors are
particularly useful in control applications because the controller can know the exact
position of the motor shaft without the need of position sensors. This is done by simply
counting the number of steps taken from a known reference position. In fact, most stepper
motor systems operate open-loop, that is, the controller sends the motor a determined

number of steps commands and assumes the motor goes to the right place [25].

From the above explanation of different types of motors, we can conclude that the
convenient type of motors used in closed loop position control (servo systems) is DC

motor which will be discussed in the following section.
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2.4 DC Motors

There are mainly two types of dc motors used in industry. The first one is the
conventional dc motor where the flux is produced by the current through the field coil of
the stationary pole structure. The second type is the Brushless DC (BLDC) motor where
the permanent magnet provides the necessary air gap flux instead of the wire-wound field

poles [25].

This kind of motor not only has the advantages of DC motor such as better
velocity capability and no mechanical commutator but also has the advantage of AC
motor such as simple structure, higher reliability and free maintenance. In addition, the
BLDC motor has the following advantages: smaller volume, high force, and simple

system structure. So it is widely applied in areas which need high performance drive [25].

The disadvantages of using a BLDC motor are the high cost and the more
complex controller caused by the nonlinear characteristics. Another problem in a BLDC
motor control is that the controller employed is usually simple in realization but it is
difficult to obtain a sufficient high performance in the tracking application. It is, however,
known that the tracking controller problem using a state variable feedback can be simply
solved by the augmentation of the output error as a new state, even though this method is
more complex than a PI controller. It is more efficient to obtain the control gain using the

optimal control theory that has no problem compared to the classical controller [25].
2.4.1 Wound Field DC Motors

There are three types of wound field DC motors. The first, with speed/torque
characteristics as shown in Figure (2.13), is the series wound DC motor. In this type of
motor, the field windings and armature windings are connected in series. Current passing
through the field windings must also pass through the commutator to the armature
windings. Reducing the DC current to the field also reduces armature current. Since
reducing armature current reduces speed, while reducing field strength increases speed,
control of this type of motor is difficult. In fact, if the motor is allowed to run without a

frictional load, it can accelerate all by itself until it self-destructs. It is also an interesting
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fact that the direction of rotation of a series wound DC motor cannot be changed by

changing the polarity of the DC supply [26].
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Figure (2.13) Speed/Torque characteristics for wound field DC motors for constant

voltage (a) Series wound (b) Separately excited (c) Compound wound

Another type of wound field DC motor is the separately excited wound motor. In
this motor, the field winding and the armature winding are brought out of the motor
casing separately, and the user connects them to separate supplies so that the field
strength and the armature current can be controlled independently. This type of motors
can, depending on the type of control selected, have its speed reduced or increased from
the nominal values. The direction of rotation of this type of motor can be changed by

changing the polarity of either, but not both supplies [26].

If the field winding of the separately excited DC motors is connected in parallel
with the armature winding, it is called shunt wound DC motor. The shunt wound DC

motor has a torque-speed characteristic similar to that of separately excited one.

The compound motor has both shunt and series field windings, although they are
not necessarily the same size. There are two configurations of the compound motor, the
short shunt and the long shunt, typically, the series and shunt coils are wound in the same
direction so that the field fluxes add. The main purpose of the series winding is to give
the motor a higher starting torque. Once the motor is running, the counter E.M.F reduces
the strength of the series field, leaving the shunt winding to be the primary source of field

flux and thus providing some speed regulation. Also, the combination of both fields
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acting together tends to straighten out (linearize) a portion of the torque-speed curve .The
motor discussed so far, where the fields add, is called a cumulative compound motor.
Less common is the differential compound motor, where the field coils are wound in
opposite directions. The differential compound motor has very low starting torque but
excellent speed regulation. However, because it can be unstable at higher loads, it is
rarely used. The compound motor direction of rotation is reversed by reversing the

polarity of the armature windings.

2.4.2 Brushless DC (BLDC) Motor

(BLDC) or permanent-magnet (PM) motors use permanent magnets to provide the
magnetic flux for the field. In conventional PM motors, the armature is similar to those in
the wound-field motors discussed earlier. The fact that the field flux of a PM motor
remains constant regardless of the speed. This is very desirable for control applications

because it simplifies the control equations [27].

Brushless DC motors are referred to by many aliases: Brushless Permanent
Magnet, and Permanent Magnet Synchronous Motors etc. The confusion arises because a
brushless dc motor does not directly operate from a dc voltage source. However, the basic

principle of operation is similar to a dc motor.

A brushless dc motor has a rotor with permanent magnets and a stator with
windings. It is essentially a dc motor turned inside out. The brushes and commutator have
been eliminated and the windings are connected to the control electronics. The control
electronics replace the function of the commutator and energize the proper winding. The
windings are energized in a pattern which rotates around the stator. The energized stator

winding leads the rotor magnet, and switches just as the rotor aligns with the stator.

There are no sparks, which is one advantage of the brushless DC motor. The
brushes of a dc motor have several limitations; brush life, brush residue, maximum speed,
and electrical noise. BLDC motors are potentially cleaner, faster, more efficient, less

noisy and more reliable. However, BLDC motors require electronic control. [26].
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2.4.2.1 Construction and Operating Principle

BLDC motors are basically DC motors. In a DC motor the stator is a permanent
magnet. The rotor has the windings, which are excited with a current. The current in the
rotor is reversed to create a rotating or moving magnetic field by means of a split
commutator and brushes. On the other hand, in a BLDC motor the windings are on the
stator and the rotor is a permanent magnet. The Brushless DC motor does not operate
directly from a DC voltage source. The Brushless DC motor has a rotor with permanent
magnets, a stator with windings and commutation that is performed electronically.
Typically three Hall sensors are used to detect the rotor position and commutation is

performed based on Hall sensor inputs. [26, 27]

The motor is driven by rectangular or trapezoidal voltage strokes coupled with the
given rotor position. The voltage strokes must be properly applied between the phases, so
that the angle between the stator flux and the rotor flux is kept close to 90° to get the
maximum generated torque. The position sensor required for the commutation can be
very simple, since only six pulses per revolution (in a three-phase machine) are required.
Typically, the position feedback is comprised using three Hall Effect sensors aligned with
the back-EMF of the motor. In order to rotate the BLDC motor, the stator windings ought
to be energized in an order. It is essential to understand the rotor position in order to
know which winding will be energized following the energizing sequence. Rotor Position
can be got by either a shaft encoder or, more often, by Hall Effect sensors that detect the

rotor magnet position [28].

a) Stator:

The stator of a BLDC motor consists of stacked steel laminations with windings
placed in the slots that are axially cut along the inner periphery as shown in figure (2.4).
There are two types of stator windings variants: trapezoidal and sinusoidal motors. This
differentiation is made on the basis of the interconnection of coils in the stator windings
to give the different types of back Electromotive Force (EMF). As their names indicate,
the trapezoidal motor gives a back EMF in trapezoidal fashion and the sinusoidal motor

back EMF is sinusoidal, as shown in figure (2.14) and figure (2.15). In addition to the
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back EMF, the phase current also has trapezoidal and sinusoidal variations in their
respective types of motor. This makes the torque output by a sinusoidal motor smoother
than that of a trapezoidal motor. However, this comes with an extra cost, as the sinusoidal
motors take extra winding interconnections because of the coils distribution on the stator

periphery, thereby increasing the copper intake by the stator windings [28].
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Figure (2.16): Stator of BLDC motor
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b) Rotor

The rotor is made of permanent magnet and can vary from two to eight pole pairs
with alternate North (N) and South (S) poles. Based on the required magnetic field
density in the rotor, the proper magnetic material is chosen to make the rotor. Ferrite
magnets are traditionally used to make permanent magnets. As the technology advances,
rare earth alloy magnets are gaining popularity. The ferrite magnets are less expensive
but they have the disadvantage of low flux density for a given volume. In contrast, the
alloy material has high magnetic density per volume and enables the rotor to compress
further for the same torque. Also, these alloy magnets improve the size-to-weight ratio
and give higher torque for the same size motor using ferrite magnets. Neodymium (Nd),
Samarium Cobalt (SmCo) and the alloy of Neodymium, Ferrite and Boron (NdFeB) are
some examples of rare earth alloy magnets. Continuous research is going on to improve
the flux density to compress the rotor further. Figure (2.17) shows cross sections of

different arrangements of magnets in a rotor [28]

N
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Circular core with Circular core with Circular core with
magnets on the rectangular magnets rectangular magnets
periphery embedded on the inserted into the rotor

Figure (2.17): Rotor magnet cross section

2.4.2.2 Electronic Commutation

A BLDC motor is driven by voltage strokes coupled with the given rotor position.
These voltage strokes must be properly applied to the active phases of the three-phase
winding system so that the angle between the stator flux and the rotor flux is kept close to
90° to maximize torque. Therefore, the controller needs some means of determining the

rotor orientation/position (relative to the stator coils).
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Figure (2.18): Three-phase Bridge and coil current direction

Figure (2.18) illustrate a systematic implementation on how to drive the motor
coils for a correct motor rotation. The current direction through the coils determines the
orientation of the stator flux. By sequentially driving or pulling the current though the
coils the rotor will be either pulled or pushed. A BLDC motor is wound in such a way
that the current direction in the stator coils will cause an electrical revolution by applying
it in six steps. As also shown in figure (2.18) each phase driver is pushing or pulling
current through its phase in two consecutive steps. These steps are shown in table (2.1).
This is called trapezoidal commutation. Figure (2.19) shows the relation between the
definitions six-step commutation (six Hall sensor edges H,, H, and Hj3), (ia, ib, i) and (e,,
ep, €c), figure (2.20) illustrates Three-phase full-bridge power circuit for BLDC motor

drive.

Table (2.1): Switching sequence of BLDC motor

Sequence Switching imerval  Phase current Switch clesed
Fiarmiser
A B c

o 0" - 60 t OFF 1 4

1 0" - 120 + OFF 1 b

2 1207 - 180° OFF + - 3 i

i1 1807 . 240 - t OFF 3 2

4 240° - 300 - OFF =+ & 2

5 300¢ - F60° OFF  » t 5 ]
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Figure (2.19): Trapezoidal control with Hall sensor feedback
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Figure (2.20): Three-phase full-bridge power circuit for BLDC motor drive
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Figure (2.21): BLDC motor transverse section
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There are different types of rotor position measuring device like potentiometer,
linear variable differential transformer, optical encoder, resolver, and tachometer. The
ones most commonly used for motors are encoders and resolver. Depending on the
application and performance desired by the motor a position sensor with the required

accuracy can be selected [28].

The hall sensors are placed such that they generate an edge at each switching
interval. This makes it very easy to determine the current rotor orientation, and to activate

each phase in the right sequence.

Most BLDC motors have three Hall sensors embedded into the stator on the non-
driving end of the motor. Whenever the rotor magnetic poles pass near the Hall sensors,
they give a high or low signal, indicating the N or S pole is passing near the sensors.
Based on the combination of these three Hall sensor signals, the exact sequence of
commutation can be determined. Figure (2.21) shows a transverse section of a BLDC
motor with a rotor that has alternate N and S permanent magnets. Hall sensors are

embedded into the stationary part of the motor [28].

2.4.2.3 Comparing BLDC Motor to Other Motor Types

BLDC motors have many advantages and few disadvantages. Table (2.2)

summarizes the comparison between a BLDC motor and a brushed DC motor.

Table (2.2): Comparing a BLDC motor to a brushed DC motor

Feature BLDC Motor Brushed DC Motor
Commutation | Electronic commutation Mechanical
based on Hall position commutation.
Sensors.
Maintenance Less due to absence of Periodic maintenance is
brushes. required.
Life Longer. Shorter.
Speed/Torque | Flat — Enables operation at | Moderately flat —At
o all speeds with rated load. higher speeds, brush
Characteristics friction increases, thus
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reducing useful torque.

Efficiency High — No voltage drop Moderate.
across brushes.
Output Power/ | High — Reduced size due to | Moderate/Low — The
superior thermal heat produced by the
Frame Size

characteristics. Because
BLDC has the windings on
the stator, which is
connected to the case, the
heat dissipation is better.

armature is dissipated
in the air gap, thus
increasing the
temperature in the air
gap and limiting specs
on the output
power/frame size.

Rotor Inertia

Low, because it has
permanent magnets on the
rotor. This improves the
dynamic response.

Higher rotor inertia
which limits the
dynamic characteristics.

Speed Range Higher — No mechanical Lower — Mechanical
limitation imposed by limitations by the
brushes/commutator. brushes.

Electric Noise | Low. Arcs in the brushes will

generate noise causing

LnEiine EMI in the equipment
nearby.

Cost of Higher — Since it has Low.

Construction permanent magnets,

building costs are higher.

Control Complex and expensive. Simple and
inexpensive.

Control A controller is always No controller is

Requirements | required to keep the motor | required for fixed

running. The same
controller can be used for
variable speed control.

speed; a controller is
required only if
variable speed is
desired.
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Permanent magnet brushless motors can be divided into two subcategories. The
first category uses continuous rotor-position feedback for supplying sinusoidal voltages
and currents to the motor. The ideal motional EMF is sinusoidal, so that the interaction
with sinusoidal currents produces constant torque with very low torque ripple. This called
a Permanent Magnet Synchronous Motor (PMSM) drives, and is also called a PM AC

drive, brushless AC drive, PM sinusoidal fed drive, and sinusoidal brushless DC drive.

The second category of PMBL motor drives is known as the brushless DC
(BLDC) motor drive and it is also called a trapezoidal brushless DC drive, or rectangular
fed drive. It is supplied by three-phase rectangular current blocks of 120° duration, in
which the ideal motional EMF is trapezoidal, with the constant part of the waveform
timed to coincide with the intervals of constant phase current. These machines need rotor-
position information only at the commutation points, e.g., every 60°electrical in three-

phase motors. A comparison between these two types is shown in table (2.3) [29].

Table (2.3): Difference between PMSM and BLDC

PMSM BLDC
Flux density Sinusoidal distribution Square
(in space ) distribution
Back EMF Sinusoidal wave Trapezoidal wave
Stator current Sinusoidal wave Square wave
Total power Constant Constant
Electromagnetic Constant Constant
torque
Energized phases 3 phases ON at any time 2 phases ON at any
time
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2.5 Motor Drive Configuration

Adjustable motor speed drive is a device that controls speed, and direction of an
AC or DC motor. Some high performance drives are able to run in torque regulation

mode (current control mode).

The basic DC drive generally consists of firstly is a drive controller and secondly
is a power converter. The schematic diagram of the built-in controllers of the DC drive is

shown in figure (2.22) [29].
2.5.1 Drive controller

If the DC drive operates in the speed control mode, the input to the PI speed
controller is the reference speed (set speed) and its output is the reference current which
is the input to the PI current controller, the output of the current controller is the firing

angle to the power converter.

In case of the DC drive operates in torque control mode, only the current

controller is used.

M - - la*{p.u.)
e > {77 o7
Speed M Integral  Limited Reference
ramps = gain integrator current
M nominal \ limiter
—r | W
' hk_- speead }.r
First=order Proportiona
low-pass gain
filter

(a) Speed controller

la™(p.u.)

Pulses

Integral Limited Limiter

gain  integratos

Comparatar

Sawtooth
generator

First-order  In Proportional
low-pass = gain
filter nominal

currant

{(b) Current controller

Figure (2.22) : DC drive built-in controllers (a) Speed controller, (b) Current Controller
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2.5.2 Power converter

The second part of DC drive is the power converter which can be single phase
(provide a variable DC output voltage, from a fixed single phase AC voltage), three phase
(provide a variable DC output voltage, from a fixed three phase AC voltage), and chopper
(provide a variable DC voltage from a fixed DC voltage), and in the following section,

the single phase converters (rectifiers) are described.
2.5.2.1 Single Phase Converter

Rectification is the process of converting an alternating current or voltage into a
direct current and voltage. This conversion can be achieved by a variety of circuits based
on and using switching devices. The widely used switching devices are diodes, thyristors
and power-transistors. The rectifier circuits can be classified into uncontrolled, half-
controlled, and fully-controlled. An uncontrolled rectifier uses only diodes and the DC

output voltage is fixed in amplitude by amplitude of the AC supply.

The fully-controlled rectifier uses thyristors as the rectifying element and the DC
output voltage is a function of amplitude of the AC supply and the point on the wave at
which thyristor is triggered (firing angle o). The half-controlled rectifiers contains a
mixture of diodes and thristors, allowing more limited control over the DC output voltage

than the fully controlled rectifiers [30].

Uncontrolled and half-controlled rectifiers will permit power to flow only from
the AC supply to the DC load and, therefore, referred to as unidirectional converters.
However with fully-controlled converters it is possible to allow power to be transferred
from the DC side of the rectifier back into the AC supply. When this occurs, operation is
said to be in inverting mode. The fully controlled converters may be refereed to as
bidirectional converters and can be classified into three types as described in the

following sections [26].
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a) Single-phase half-wave controlled rectifier (one-quadrant converter)

A single phase have-wave converters feeds a DC motor is shown in figure
(2.23-a). The armature current is normally discontinuous unless a very large inductor is
connected in the armature circuit. A freewheeling diode is always required for a DC
motor load. The average armature voltage for a single phase half-wave converters is
given by equation (2.7) [26].

c

E
E, :2—m(1+cosa) For 0<a <~ 2.7)
Vg

Where, E,, is the maximum voltage of the input AC supply, « is the firing angle.

Since this converter can provide only one polarity of voltage and current at DC terminal

as shown in figure (2.23-b), so it is called one quadrant converter.

To stop the motor, the firing angle is adjusted so that converter voltage is equal to
0V. The motor will coast to a stop at a rate that depends on the mechanical load and the

inertia of the revolving parts.
N

l/l\l +
T E dc+ QCW rotation

v +ve Torque

[-quadrant

N Df ZS Edac .
Idc- IdC+

E dc-

(a) (b)
Figure (2.23): One quadrant converter (a) Circuit diagram (b) Voltage-current diagram
b) Single-phase full-wave controlled rectifier (two-quadrant converter)
A single-phase full-wave converter feeds DC motor is shown in figure (2.24-a)

and the armature voltage given by equation (2.8) [30].
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(a)

{1z

{14 Z

- ®

(b)

For 0<a<nx

(2.8)

QCW rotation

¥ +ve Torque

Figure (2.24): Two quadrant converter (a) Circuit diagram (b) Voltage-current diagram

It is clear from equation (2.8) that the converter can give positive output voltage

(+E4.) for O£a<§ and negative output voltage (—E;) for %S a <z . This allows

operation in first and fourth quadrant as shown in figure (2.24-b). In the situation where a

motor simply coast to a lower speed, the circuit has to be modified so that the motor acts

temporally as a generator feeding power back into the supply which called regenerative

braking. To achieve regenerative braking, we make the converter operates as an inverter (

90 < a < ) and must reverse the polarity of back e.m.f. £y of the motor by reversing the

field connection or the armature connection as shown in figure (2.25). Finally the

converter output £, must be adjusted to be less than £, to obtain the desired braking

current [30].

(a)

(b)

Figure (2.25): Two quadrant converter (a) Normal operation (b) Regenerative braking
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¢) Single-phase full-wave dual converter (four-quadrant converter)

As described in the previous sections, the fully controlled converters can produces
a reversible direct output voltage with output current in one direction, and in terms of a
conventional voltage/current diagram (figure 2.26), it is said to be capable of operation in
two quadrants, the first and fourth as in the case of the control of a torque motor which

used to provide unidirectional torque with reversible rotation.

If four-quadrant operation of a DC motor is required, i.e. reversible rotation and
reversible torque as discussed in table (2.4), a single converter needs the addition of
either a change-over contactor to reverse the armature connection or means of reversing
the field current in order to change the relationship between the converter voltage and the
direction of rotation of the motor. Both of these are practicable in suitable circumstances
but the best performance is obtained by connecting two fully-controlled converters back-

to-back across the load circuit as shown in figure (2.27) [31].

E dc+
A CW rotation
I A II \‘
v ' v +ve Torque
II-quadrant I-quadrant
Converter 2-invertion Converter 1-rectification
- -
Idc- I
" ‘I ’, ‘l
' 1 4
IT1-quadrant IV-quadrant
Converter 2-rectification ' Converter 1-invertion
Edc-

Figure (2.26): Voltage-current diagram
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Table (2.4) Summary of control operation of DC motor

Quadrant Type of Motor Rotation | Motor Torque Applied Load
Operation Direction Direction Direction
I Motoring CwW CwW CCW
I Regeneration CCW Ccw CCW
I Motoring CCW CCW CW
v Regeneration CW CCW CW
o]
Zle 1 Z£T13 S{TZZ S{T%
L L
N E g N

szm z{nz S{TZI S{TZI

Figure (2.27): Single-phase dual converter

This system is known as a dual converter. Since, both voltage and current of either
polarity are obtained with a dual converter; therefore the system will provide the four-

quadrant operation.

A typical brushless drive system is shown in figure (2.28). It consists of a three
phase ac motor fed from a three phase (pulse-width-modulation) PWM controlled power
inverter. The drive control system has an outer motion loop, as in a brush dc servo
system, which calculates the required torque to maintain the target velocity. The inner
current control loop forces the appropriate winding currents, based on the machine

model, so that the machine generates the desired torque.

Typically, the design of the outer motion loop is a function of mechanical system
parameters and so it is independent of the drive type [31]. However, it is the way in
which current is controlled in the motor windings to produce constant motor torque that

differentiates the various drive system from one another.
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Figure (2.28): Typical brushless drive system

In order to drive the BLDC motor, an electronic commutation circuit is required.
This deals with the position sensor-based commutation only. The widely used
commutation methods for the BLDC motor are trapezoidal (or six-step), sinusoidal, and
field oriented control (FOC) (or vector control). Each commutation method can be
implemented in different ways, depending on control algorithms and hardware

implementation to provide their own distinct advantages [30, 31].

2.6 PID Speed Control of BLDC Motor

The PID controller is commonly used to adjust speed. It receives signals from
sensors and computes corrective action to the actuators from a computation based on the
error (Proportion), the sum of all previous errors (Integral) and the rate of change of the

error (Derivative).

A PID controller responds to an error signal in a closed control loop as shown in
figure (2.29) and attempts to adjust the controlled quantity in order to achieve the desired
system response. The controlled parameter can be any measurable system quantity, such
as speed, voltage, current or stock price. The output of the PID controller can control one
or more system parameters that will affect the controlled system quantity. The benefit of
the PID controller is that it can be adjusted empirically by adjusting one or more gain

values and observing the change in system response.
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Figure (2.29): PID diagram

The mathematical model of the PID controller can be represented by:

1 ' de(f) 2.9
dt ] -9)

u(t) =k, le(r)+ Fi'([e(t)dt +T,

Where, u(?) is the output of PID controller, e(?) is the input of PID controller,

which is the error between the desired input value and the actual output value, so called
error signal, K, is the proportional gain, 7;is the integral time, also called integral gain,
and T, Derivative time, also called derivative gain. Also the mathematical model of the

PID controller can be represented by:

u(f)=Kp‘e(t)+Kl.je(t)-dt+Kd ded(tt) (2. 10)

Where, u(?) is the control signal, e(?) is the error signal, and K, K;, and K, denotes

the proportional gain, integral gain and derivative gain respectively.

If different values of K, Ki and K, are chosen, then it is obvious that various
transient response of the plant will be obtained. The transient response of plant can be
explained by four main parameters; rise time, settling time, maximum overshoot, and

steady state error. The definition of each parameter is as follows:

a) Rise time (T,)

Rise time is usually defined as the time taken for the controlled variable to go

from 10 % to 90% of its final value.
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b) Settling time (T)
Settling time refers to the time it takes for the response to settle down to within

some small percentage (typically 2-5%) of its final value.

¢) Maximum overshoot (M,)
Maximum overshoot is the difference between the peak value of the response and

the desired value of the controlled variable.

d) Steady state error (es;)
Steady state error is the difference between where the controlled variable is and

where it should be.

The mathematical model of the PID controller explained by equations (2.3) , (2.4)
and (2.5) consists of Proportional Response, Integral Response and Derivative Response

which are described as follows:

a) Proportional response

The proportional component can be expressed as:

K, e(t) 2.11)

In PID controller, the effect of controlling error depends on the proportional gain
(K,). In general, increasing the proportional gain will increase the speed of the control
system response and reduce the steady-state error. However, if the proportional gain is
too large, the system will begin to oscillate and become unstable. Thus, K, must be

suitably selected to keep the system stable and reduce the rise time and steady-state error.

b) Integral response

The integral component can be expressed as:

KT[”'Ee(t)dt (2. 12)

From the expression shown above, it can be see that the integral component sums

the error term over time. The result is that even a small error term will cause the integral

55



component to increase slowly. The integral response will continually increase over time
unless the error is zero, so the effect is to drive the Steady-State error to zero. But the
integral control will reduce the speed of the overall control system response and increase
the overshoot. Increasing the integral gain (7;) will cause the integral component to
accumulate weakly and reduce the overshoot, thus it will make system not oscillate
during the rising time, therefore improve its stability. However, it will slow the process of
eliminating Steady-State error. Reducing 7; will strengthen the accumulation of integral
component and shorten the time of eliminating error, but it will make the system

oscillate. So 77 should be selected according to the practical needs.

¢) Derivative response

The derivative component can be expressed as:

de(t)

KT, 0

p

2.13)

The effect of derivative component depends on the derivative time constant (7).
In general, the larger T, the better the effect to restrain the change of e(t) and vice versa.
Thus, to select T, properly can make the derivative component better meets the system

requirement.

2.6.1 Adjusting the PID Gains

The P gain of a PID controller will set the overall system response. When first
tuning a controller, the I and D gains should be set to zero. The P gain can then be
increased until the system responds well to set-point changes without excessive overshoot
or oscillations. Using lower values of P gain will ‘loosely’ control the system, while
higher values will give tighter control. At this point, the system will probably not

converge to the set-point.

After a reasonable P gain is selected, the I gain can be slowly increased to force
the system error to zero. Only a small amount of I gain is required in most systems. Note
that the effect of the I gain, if large enough, can overcome the action of the P term, slow
the overall control response, and cause the system to oscillate around the set-point. If this

occurs, reducing the I gain and increasing the P gain will usually solve the problem.
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After the P and I gains are set, the D gain can be set. The D term will speed up the
response of control changes, but it should be used sparingly because it can cause very
rapid changes in the controller output. This behavior is called ‘set-point kick’. The set-
point kick occurs because the difference in system error becomes instantaneously very
large when the control set-point is changed. In some cases, damage to system hardware
can occur. If the system response is acceptable with the D gain set to zero, you can

probably omit the D term.
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CHAPTER 3

Mathematical Model of Brushless DC Motor

Generally, a small horsepower BLDC motor used for position control is the same as
a permanent magnet synchronous machine. The stator is constructed by three phase Y-
connection without the neutral and the rotor is made by the permanent magnets. Since
each phase has the phase angle difference of 120°, the summation of all three phase
currents becomes zero.

The term “brushless dc motor” is used to identify a particular type of self-
synchronous permanent magnet motor in which the combination of ac machine, solid
state inverter and rotor position sensor results in a drive system having linear torque-
speed characteristics, as in conventional dc machine. The position sensors detect the
position of the rotor poles and send control signals to switch on and off the devices in the

dc - ac inverter at a frequency corresponding to the rotor speed.

For the implementation of field orientation, each three phase current control
command must be generated separately. This command can be obtained by converting

the controller current command based on the rotor reference frame to the stator reference

frame. The three phase current command I,,I, and I, are, then, tracked by the current

regulated PWM (CRPWM) scheme. In this case, the current controller requires the
absolute rotor position [28]. The brushless dc motor considered is a three phase
permanent magnet synchronous motor. The stator windings are identical, displaced by
120° and sinusoidal distributed. The voltage equations for the stator windings can be

expressed as [26].

v, =Ri, + % [L,i,+L, i, +L,i, ]+w, A,.sin@,) (3.1)
v, = Ri, + %[Lba i +L,d, +L,i, |+o,A,.sin@ —211/3) (3.2)

58



. wd Ly, +L i |+, A, .sin(6, +2I1/3) (3.3)

:R%+iu
dt

These equations can be rewritten in matrix form as:

Vas R O O ias La Lba Lca ias Sin(er )

v, |[=| 0 R 0||i, +% L, L L,| |i|+w.A|sin@ -201/3)| (3.4)
v.) L0 0 R\, L, L, L ) \i sin(6). +2I1/3)
Where:

VassViss Ves  : The applied stator voltages
luslpsl,  : The applied stator currents
R : The stator resistance per phase

L,,L,,L. :Theselfinductance of the stator windings

@, : The electrical rotor angular velocity

0, : The electrical rotor angular displacement

A, : The amplitude of the flux linkage established by the permanent magnet
synchronous machine are uniform.

L,=L,=L =L 3-5)

L,=L,=L,=M (3.6)

Thus, equation no. (3.4) can be written by:
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v.) (R 0 0)\(i, L M M) (i sin(6. )
v, |=|0 R 01]]i, +di M L M| |i, |[+.4,]sin(@ —211/3)| (3.7)
v.) Lo 0o RJi, M M oL i, sin(6, +2I1/3)

By Substituting of 1,5+ ips + 1cs = 0 into equation (3.7) yields:

v.) (R 0 0\(i, L-M 0 0 ) (i, sif{d))
v, |=|0 R 0]|i, +§t 0 L-M 0 i |+a.A lsidg —201/3)| (3.8)
v.) \0 0 RJi, 0 0 L-M) \i, sif{@, +211/3)

The electromagnetic torque can be expressed as:

e cs c

T, = L[ias.ea +1i,..e, +i,.e ] (3.9)
1)

i

The torque, velocity and displacement may be related by:

T, = J.(z] 0. . g (gjw + T, (3.10)

p) dt p

0, =, dt (3.11)

0, =0, (Ej (3.12)

Where:

J is the inertia of the motor, By, is the friction coefficient, Ty is the load torque

0, is the mechanical angular displacement of rotor, p is the no. of poles

60



The mathematical model of BLDC motor described by Eq® (3.1) to (3.12) is used

to obtain the block diagram of this system. Eq. (3.8) may be rewritten as:

R, + di (L-MY, +o 4, sn(0,) (3.13)

t
v, =Ri, + %(L - M)i,, +,.2,.sin(0, —2I1/3) (3.14)
v, =Ri_ + %(L ~M)i, +w,.A,.sin(0, +2I1/3) (3.15)

Equations (3.13) to (3.15) can be expressed in S-domain as:

v, =Ri, +S(L-M)i, +w,.2,.sin(d,) (3.16)
v, =[R+S(L-M)] i, +w,A,.sin(d,) (3.17)
v,—,A,.sin@)=[R+S(L-M) i, (3.18)
Then,
e, =m,.2,.sin(d,) (3.19)
v.—e, =[R+S(L-M)] i, (3.20)
_ Ve T (3.21)

TRy S(L-M)

By the same way we can get another two equations (3.14) to (3.15) for phases b and ¢

respectively as:

e, =m,.A,.sin(0, —211/3) (3.22)
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e.=w,.A, .sin(@r + 2H/3)

v,—e,=[R+S(L-M) i

cs

V. —e

CcS C

(3.23)

(3.24)

(3.25)

(3.26)

(3.27)

From equation (3.10), it is clear that:

o, =(T, —TL){” 1

2JS+B,

(3.28)

From equations (3.9) to (3.28) the block diagram is constructed for the model

under consideration. This model is transferred to a simulink model by substituting

with the motor parameters (Appendix B). By calculate the general constants such

that (2n/3 = 2*3.14/3 = 2.09 Rad.) then, Ty is replaced by a constant torque. Eq. (3.9) can

be written as:

T, =0.105[i,.sin(6,) +i,,.sin(6, — 2.09)+i_.sin(6, +2.09)] (3.29)
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3.1 Build up the Complete System Simulink Model

The complete simulink system is obtained from the subsystem models. This model

comprises the following subsystems.

3.1.1 BLDC Motor Model

The block diagram of BLDC motor used in simulink (Matlab) by using above
equations is illustrated in figure (3.1) in the next page. The model parameter is shown in
(Appendix B).
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3.1.2 Three-Phase Inverter

Three-phase inverters are normally used for high power applications [20]. A
three-phase output can be obtained from configuration of six transistors and six diodes as
shown in figure (3.2). The gating signals of single phase inverters should be

advanced or delayed by 120° with respect to each other in order to obtain three-

phase balanced voltages.

| ool w) ol u)uB

T Vs/2
A B

Je_

,_
(@]

—0

X Q6 DGZ Q D2 ZS

N
L
R
™~
I/|J>

]
1
=
~
N

Figure (3.2): Three- phase inverter

Each transistor conducts for 180° and three transistors remain ON at any instant of
time. When transistor Q1 is switched ON, terminal A is connected to the positive
terminal of the DC input voltage. When transistor Q4 is switched ON, terminal A is
brought to the negative terminal of the DC source. There are six modes of operation in
any cycle and the duration of each mode is 60°. The transistors are numbered in the
sequence of gating the transistors (eg.123, 234, 345, 456, 561, 612). The gating signals
are shown in figure (3.3) and are shifted from each other by 60° to obtain three-phase

balanced voltages [20].

65



A

g3

A

g4

A

gs

A

g6

ot

3r

21

T

Figure (3.3): Gating signals with phase shift 60°

The simulink model of the three phase shown in figure (3.4) is obtained using the

toolbox as:

66



iii)

IGBT inverter: Is a three phase inverter that consists of six transistor, each of
them is connected in parallel with free wheeling diode as given in figure(3.2).
This inverter unit has two input teminals for voltage source, one input
terminal for 6-gate signals, and three output terminals.

Voltage source: Is split into two series connected constant voltage sources
each of them is V/2.

Output voltage reference: Is the mid-point of the sourcee voltage is
considered as the reference point for the output phase voltages. This is shown

by the summing block in figure (3.4).

IGBT inverter
y e
V2 : +
{ ; — I‘,'t.:.
Vol | '
:{}pm ses C - v
6-gate signals " @

Figure (3.4): Simulink inverter model

Gate Signal Generation in Simulink: In this subsystem a simulink model as
shown in figure (3.5) to generate the 6-gate signals. The detailed gate signal
simulink units are as follows:

Thee sinusoidal signals sinf), sin(0,-2n/3), and sin(0,+2n/3) are generated
using (sin) function blocks. These 3 functions are multiplied by 2 and then
limited to generate trapezoidal emf as disscused in next section. These
functions are multiplied by the controller output in order to obtain trapezoidal
functions with variable amplitudes according to the controller output. The
generated trapizoid waves are then compared with triangle signals with
constant amplitudes and frequency in order to obtain pulse width modulated
signals. The frequency of the trapezoidal signals determines the number of

pulses in each half cycle. This is called trapezoidal modulation. Each sine
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wave generates two complementary gate signals for the two  transistors in
the same arm in order to prevent their switching on at the same time. In the
simulink model, the sawtooth frequency = 10000Hz =10KHz, and amplitude
is 1 volt. The sawtooth generation model is predesigned by MATLAB

toolbox, just determine the frequency and amplitude of the signal.

5]
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Figure (3.5): Simulink gate signal generation model

V) Trapezoidal EMF generation
The trapezoidal function is generated using sinusoidal function with amplitude =2

together with limiter with limit value =1 as shown in figure (3.6).

em.f (Volt) %

3

Figure (3.6) Trapezoidal back emf function
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3.1.3 PID Controller Simulink Model

The simulink model of PID controller is shown in figure(3.7). The input to this
model is the speed error signal obtained by subtracting the reference speed (w,) from the
actual speed () and the output is the manupulated signal. Three terms are added
together, the first represents the integral term (1/S) with gain K (initial value 0.6), the
second is the proportional term with gain K, (initial value 0.8), and the third is the
derivative term (du/dt) with gain Ky (initial value 0). The summing of the three terms
gives the controller output. The complete BLDCM system model is shown in figure

(3.8).

Oref Controller output

Figure (3.7): Simulink PID controller model
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CHAPTER 4

Optimization Techniques
4.1 Introduction

Optimization is usually defined as the process of finding the conditions that
produce a maximum or a minimum value to a function. Without loss of generality,
optimization can be taken to mean minimization since the maximum of the function can

also be found by seeking the minimum of the negative of the function [5].

The parameter tuning of PID controller can be considered by selecting the three
parameters K, K; and K, such that the response of the plant will be as desired. The tuning
of the parameters of PID controller has been quite difficult because many industrial
plants are often burdened with problems such as high orders; time delays; and
nonlinearities. Ziegler-Nichols tuning formula is perhaps the most well-known tuning
method, some other methods exist for the PID tuning, but in many industrial plants, it is

often hard to determine optimal or near optimal PID parameters [22].

In this chapter, the classification of different optimization problems is presented
along with a brief discussion of their selection factors, The general mathematical
formulation of multi-objective optimization is described and followed by three solution
techniques (Genetic algorithm, Particle Swarm Optimization and Bacterial Foraging
Algorithm) and hybrid technique(Particle Swarm - Bacterial Foraging). The flexibility of

the four techniques is demonstrated using different fitness functions.

4.2 Optimization Problem Classification

It is important for the designer to be able to correctly categorize the type of
optimization problem. Incorrect identification usually leads to local or infeasible

solutions. Optimization problems can be classified in several ways [32]:

i) Number Of Variables

-Univariate optimization: Functions with a single independent variable.
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-Multivariate optimization: Functions have 2 or more independent variables.
ii) Constraints
-Constrained optimization: The solution must satisfy the constraints to be a
feasible solution.
-Unconstrained optimization: There are no constraints and the solution is always
accepted.
iii) Type Of Objective And Constraint Functions
-Linear: Objective and constraint functions are linear functions of the
independent variables.
-Non-Linear: At least one of the objective or constraint functions must be
nonlinear.
iv) Determinism

-Deterministic methods: The majority of optimization methods can be
categorized as deterministic so that if they are repeatedly started from the same point they

will always converge to the same value via the same route.

- Stochastic Methods: Stochastic optimization methods are increasingly being
used to solve problems where convergence to a global minimum is required. These
methods overcome the tendency of the descent techniques to converge to the closest local
minimum by allowing some “uphill” movements to be accepted in the process. This hill
climbing provides a method of escaping from local minima so that the possibility of
convergence to the global minimum increases. These methods include: Simulated
annealing and Genetic Algorithms. The main disadvantage of stochastic techniques is

they need a large number of function evaluations to obtain convergence.
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v) Number of objectives
-Single objective optimization (SOP): The solution can be interpreted as a
minimum or maximum of the objective-function.
-Multi-objective optimization (MOP): The solution is usually a compromise of
various conflicting objectives.

4.3 Selection Factors

The suitability of an algorithm for solving an optimization problem depends
largely on the types of functions involved and on the ease with which the first and/or
second derivatives of the function can be computed. All of the optimization techniques

face the following critical factors when applied [33].
-Computation time.
-Local optima.
-Computation of derivatives.
- Search and decision maker.

4.4 General Formulation of Optimization Problem

Multi-objective optimization (MOP) also called multi-criteria or vector
optimization can be defined as the problem of finding a vector of decisions or variables X
which satisfies constraints and optimize a vector function F(X) whose elements represent

the objective functions. The general programming (GP) problem can be stated as [33]:

general programming (GP) problem can be stated as [31]:

MinimizeKX) (X ¢ R") 4. 1)

Subject to

h(X)=0 (@i=L......... jn,) (4.2)
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(<0 (j=